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Abstract

Meta‐path‐based random walk strategy has attracted

tremendous attention in heterogeneous network re-

presentation, which can capture network semantics

with heterogeneous neighborhoods of nodes. Despite

the success of meta‐path‐based random walk strategy

in plain heterogeneous networks which contain no

attributes, it remains unexplored how meta‐path‐based
random walk strategy could be utilized on attributed

heterogeneous networks to simultaneously capture

structural heterogeneity and attribute proximity.

Moreover, the importance of node attributes and

structural relations generally varies across data sets,

thus requiring careful considerations when they are

incorporated into representations. To tackle these

problems, we propose a novel method, Attributed

Heterogeneous Network embedding based on Ag-

gregate‐path (AHNA), which generates aggregate‐
path‐based random walks on attributed heterogeneous

networks and adaptively fuses topological structures

and node attributes based on the learned importance.

Specifically, AHNA first converts node attributes to

additional links in the network to deal with the het-

erogeneity of structures and attributes, which is fol-

lowed by an adaptive random walk strategy to strike

the importance balance between node attributes and
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topological structures, thereby generating high‐quality
representations. Extensive experiments are conducted

on three real‐world data sets, where AHNA outper-

forms state‐of‐the‐art approaches by up to 22.7%, 2.6%,

and 2.3% on link prediction, community detection, and

node classification, respectively. Moreover, our quali-

tative analysis indicates that AHNA can capture dif-

ferent balances of topological structures and node

attributes on various data sets and thus boost the

quality of node representations.

KEYWORD S

adaptive, attributed heterogeneous network, balance, network
representation

1 | INTRODUCTION

In recent years, heterogeneous network representation/embedding has attracted tremendous at-
tention and has a wide range of applications in domains varying from mobile edge computing,1

social science2,3 to biomedicine.4,5 As a significant tool in heterogeneous network representation,
meta‐path‐based random walk strategy preserves network semantics by exploring heterogeneous
neighborhoods of nodes and has been demonstrated to be effective in various works.6–8

Though meta‐path‐based random walk strategy on plain heterogeneous networks has been
extensively investigated, there exist numerous attributed heterogeneous networks where nodes
are affiliated with rich attributes in real‐world systems. For example, Figure 1 depicts an
attributed heterogeneous academic network with three node types (i.e., Author, Paper,
and Conference), where Author and Paper own attributes of Affiliation and Keyword,

FIGURE 1 An illustrative example of attributed heterogeneous academic network
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respectively. Since meta‐path‐based random walk strategy only leverages structural hetero-
geneity, we argue that introducing attribute proximity into walks, for example, aggregate‐path‐
based random walks proposed in this paper, is a better way to capture node homophily. To
prove the hypothesis, we extract meta‐path‐based random walks and aggregate‐path‐based
random walks (detailed in Section 4.2) on Association for Computing Machinery (ACM) data
set, respectively, where the difference is that aggregate‐path‐based random walks can leverage
node attributes ignored by meta‐path‐based random walks. Table 1 shows the results of label
consistency, which is the mean proportion of nodes that own the same label with the first node
within each path. It can be observed that the label consistency of aggregate‐path‐based random
walks is always higher than that of meta‐path‐based random walks when the path length
increases from 5 to 10. The observations above verify that introducing attribute proximity into
random walks is a more effective way to capture node homophily and thus generate higher‐
quality embeddings.

In addition, there exists different importance between node attributes and topological
structures in different data sets. For instance, similarity preserving graph convolutional
network (SimP‐GCN)9 demonstrates that disassortative data sets have unreliable structures,
thus relying heavily on the topology rather than attributes of these data sets leads to poor
performances on downstream tasks. Therefore, the balance of topological structures and node
attributes should be taken into considerations when they are utilized together.

To sum up, how to introduce node attributes into random walks while in the meanwhile
adaptively strike a balance between topological heterogeneity and attribute proximity remains
unexplored. To resolve the aforementioned challenges, in this paper, we propose a novel
method, namely, Attributed Heterogeneous Network Embedding based on Aggregate‐path
(AHNA), to adaptively incorporate both attribute proximity and structural heterogeneity into
node representations. Overall, the main contributions of this paper include:

• We convert node attributes to additional links to deal with the heterogeneity of structures
and attributes in the network. Furthermore, we propose aggregate‐path to introduce attribute
proximity into random walks and present an aggregate‐path‐based random walk strategy,
which can adaptively strike a balance between topological heterogeneity and node attributes
based on their learned importance.

• On the basis of aggregate‐path guided random walks, we utilize the skip‐gram model and
recurrent neural networks (RNNs) to generate node representations, respectively, where
AHNA with skip‐gram is suitable for downstream tasks relying more on topological struc-
tures and AHNA with RNNs is appropriate for tasks relying more on node attributes
according to experimental results.

TABLE 1 The label consistency of meta‐path‐based random walks and aggregate‐path‐based random walks
on ACM data set with the length of paths varying from 5 to 10

Length of path

Strategy 5 6 7 8 9 10

Meta‐path 0.5559 0.5608 0.5420 0.5722 0.5970 0.5934

Aggregate‐path 0.5907 0.5993 0.6124 0.6137 0.6165 0.6155

Note: The scheme of meta‐path is Author–Paper–Conference–Paper–Author. The scheme of aggregate‐path is [Author]–[Paper]–
[Conference]–[Paper]–[Author].
Abbreviation: ACM, Association for Computing Machinery.
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• We conduct extensive experiments on three real‐world data sets and our results demonstrate
the superior performance of AHNA over state‐of‐the‐art baselines for various tasks, including
link prediction, community detection, node classification, and relevance search.

The rest of this paper is organized as follows. We first introduce the related work in
Section 2. Next, the problem of attributed heterogeneous network representation is formulated
in Section 3, followed by the description of the proposed AHNA method in Section 4. In
Section 5, the experimental results are presented to demonstrate the effectiveness of AHNA
before concluding the paper in Section 6.

2 | RELATED WORK

In this section, we review related state‐of‐the‐art methods for homogeneous network re-
presentation, plain heterogeneous network representation, and attributed heterogeneous net-
work representation. Typical embedding methods for different network types are summarized
in Table 2.

2.1 | Homogeneous network representation

In previous years, most researches focus on preserving structural information in the network.
For example, DeepWalk10 and Node2Vec11 both utilize random walks and the skip‐gram model
to generate node embeddings. Large‐scale information network embedding (LINE)12 explores
the first‐order and second‐order proximity to preserve structural information on large‐scale
networks. Structural deep network embedding (SDNE)13 preserves highly nonlinear features to
exploit both local and global proximity using deep autoencoders. Nevertheless, these methods
are naturally designed for homogeneous networks, which are simplified representations of
information networks in real‐world scenarios, thus lacking the ability to handle the structural
heterogeneity.

2.2 | Plain heterogeneous network representation

Recent years have witnessed a surge of interest in plain heterogeneous network representation,
in which meta‐path‐based random walk strategy is a tool widely adopted. Representative re-
searches such as Metapath2vec6 which utilizes meta‐path‐based random walks and the skip‐
gram to preserve the structural heterogeneity. Heterogeneous embedding for recommendation
(HERec)8 leverages an extended Matrix Factorization model based on meta‐path to obtain node
embeddings on heterogeneous networks. Heterogeneous information network embedding
(HINE)7 investigates heterogeneous network representation by preserving meta‐path‐based
proximities between nodes. Mg2vec19 employs meta‐graphs to learn embeddings for both meta‐
graphs and nodes jointly. CMG2Vec20 proposes an extensible composite meta‐graph to auto-
matically select appropriate meta‐path/meta‐graph and then learn node representations from
the extended heterogeneous autoencoder. However, many networks in real‐world systems are
heterogeneous and affiliated with rich attributes, while the aforementioned methods ignore
node attributes and result in less informative embeddings.
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2.3 | Attributed heterogeneous network representation

Most recently, there arise many researches that explore heterogeneous network representations
with auxiliary information, among which graph neural networks26,27 receive increased atten-
tion. For instance, heterogeneous graph attention network (HAN)21 learns node‐level and
semantic‐level attentions, which considers the importance of different nodes and meta‐paths to
obtain the ultimate node embeddings. Heterogeneous graph neural network (HetGNN)22

aggregates neighbors' attributes according to node types and attribute types to generate
representations. Meta‐path aggregated graph neural network (MAGNN)23 encapsulates input
node attributes and incorporates intermediate semantic nodes in multiple meta‐paths to
boost the performance. Heterogeneous graph structural attention neural network (HetSANN)24

leverages type‐aware attention to learn representations without manually designing meta‐path
schemes. Heterogeneous graph transformer (HGT)25 designs heterogeneous attention by

TABLE 2 Typical embedding methods for different network types and their constraints

Network type Method Heterogeneity Attribute Constraint

Plain DeepWalk10 No No W/o heterogeneity

homogeneous Node2Vec11 W/o attribute

network LINE12

SDNE13

Attributed AANE14 No Yes W/o heterogeneity

homogeneous ANRL15

network DANE16

SNE17

NEC18

Plain Metapath2vec6 Yes No W/o attribute

heterogeneous HINE7

network HERec8

Mg2vec19

CMG2Vec20

Attributed HAN21 Yes Yes Oversmoothing

heterogeneous HetGNN22

network MAGNN23

HetSANN24

HGT25

Abbreviations: AANE, accelerated attributed network embedding; ANRL, attributed network representation learning; DANE,
deep attributed network embedding; HAN, heterogeneous graph attention network; HERec, heterogeneous embedding for
recommendation; HetGNN, heterogeneous graph neural network; HetSANN, heterogeneous graph structural attention neural
network; HGT, heterogeneous graph transformer; HINE, heterogeneous information network embedding; LINE, large‐scale
information network embedding; MAGNN, meta‐path aggregated graph neural network; NEC, network embedding for
community; SDNE, structural deep network embedding; SNE, social network embedding.
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node‐type and edge‐type dependent parameters to maintain heterogeneous structures. How-
ever, graph neural networks cannot extract high‐order information since they suffer from the
oversmoothing problem28,29 when stacking too many layers, thus are not suitable for learning
representations from random walks.

3 | PROBLEM DEFINITION

Definition 1 (Heterogeneous network). A heterogeneous network is denoted as
G V E= ( , ) consisting of various types of nodes V and links/edges E, where each link has
a positive weight. Besides, each node v and link e is associated with a node‐type mapping
function ϕ v V T( ) :  and a link‐type mapping function ψ e E R( ) :  , respectively, where
T and R denote the sets of node types and links types and T R+ > 2    .

Definition 2 (Meta‐path). A meta‐path scheme is defined as a path in the form of

P T T T:
R R R

L1 2
L1 2 −1

⟶ ⟶ ⋯ ⟶ (abbreviated asT T TL1 2 ⋯ ), whereT T R R L, ,i i  denotes
the length of P and R R RL1 2 −1∘ ∘ ⋯ ∘ describes a composite relation betweenT1 andTL.

Example 1. Given a meta‐path scheme Author–Paper–Conference–Paper–Author
(abbreviated as APCPA) of the heterogeneous network in Figure 1, we can obtain a
node sequence A P C P A1 2 2 3 3    , which reveals the semantics that
authors A1 and A3 have both published papers on the conference C2.

Definition 3 (Attributed heterogeneous network). An attributed heterogeneous network
can be defined as a heterogeneous network G V E A= ( , , ), where Ai

m denotes the
attribute representation associated with node v V m,i  is the dimension of node attributes
and varies with node types. For nodes with no attributes, Ai is represented by id embeddings.

Given an attributed heterogeneous network G V E A= ( , , ), our aim is to learn a function
f V: d for all nodes preserving both structural relations and attribute proximity, where d is
the embedding size and d V≪  . Table 3 summarizes symbols used in this paper.

4 | FRAMEWORK

In this section, a new network is first constructed to deal with the heterogeneity of attributes
and structures (Section 4.1). Then we formalize the definition of the proposed aggregate‐path
and explain the adaptive random walk strategy based on aggregate‐path in detail (Section 4.2).
Ultimately, two approaches are presented to generate final node representations (Section 4.3).

4.1 | Network construction

To address the heterogeneity of node attributes and topological structures, we convert attri-
butes to additional links and construct a new network containing both structural relations and
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TABLE 3 Notations and explanations

Notations Explanations

G Input network

V E, Node/edge set of G

T R, Node/edge‐type set of G

A Attribute set of G

ϕ v( ) Node‐type mapping function

ψ v( ) Edge‐type mapping function

n Number of nodes

m Dimension of node attributes

d Embedding size

L Length of meta‐path/aggregate‐path

Estru Structural links

Eattr Attribute links

G′ Constructed network

E′ Edge set of G′

T T TL1 2 ⋯ Meta‐path scheme

T[ ]i Node sequences aggregated by nodes of type Ti

T T T[ ][ ] [ ]L1 2 ⋯ Aggregate‐path scheme

Ti
j jth node in T[ ]i

hattr Attribute layer

hstru Structural layer

h Attribute layer hattr or structural layer hstru

Nv
h Nodes connected to v by attribute/structural links

Ev
h Links between v and nodes in Nv

attr or Nv
stru

ρv
h Importance of v's attribute/structural layer

wij Edge weight between nodes i and j

P h( )v Probability of exploring in v's layer h next

P u( )v
h Probability of sampling node u from v 's layer h

α Hyperparameter indicating the importance of attributes

β Hyperparameter indicating the importance of structures

Xv Representation of node v generated by skip‐gram

K Number of negative samples

gv Representation of node v generated by RNN

Abbreviation: RNN, recurrent neural network.
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attribute proximity. In the following sections, the links in the original network are referred to as
structural links (denoted as Estru), while the additional links constructed from attributes are
attribute links (denoted as Eattr). Since the attribute type varies with the node type, attribute
links are only constructed between two nodes with the same type. Specifically, given an at-
tributed heterogeneous networkG V E A= ( , , ), for node type Ti, the cosine similarities between
attribute representations of any two nodes with type Ti are computed. If the cosine similarity is
relatively large, an attribute link is constructed and the weight of the attribute link is set to be
the value of cosine similarity. Therefore we construct a new network G V E′ = ( , ′), where
E E E′ = stru attr .

Here, we take an example to illustrate the procedure of constructing networks. Specifically,
the cosine similarity of one‐hot representations of A2 and A3's attributes is 1 in Figure 1, thus
an attribute link is built by connecting A2 and A3. Similarly, P2 and P4 are also connected
since the cosine similarity of their one‐hot attribute representations is greater than 0. Ulti-
mately, a new networkG′ is constructed as illustrated in Figure 2, where the black dotted lines
are structural links and the black solid lines are attribute links.

4.2 | Aggregate‐path‐based random walk strategy

4.2.1 | Definitions of aggregate‐path

Conventional meta‐path‐based random walk strategy leverages structural relations between
diverse types of nodes but ignores attribute proximity. With regard to this, we propose
aggregate‐path‐based random walk strategy to generate paths that integrate both structures
and attributes. Specifically, after constructing a network containing both attribute links and
structural links, nodes of the same type are aggregated into a group through attribute links
and different groups are connected through structural links. Whether to explore in the same
group or transfer to another group during random walks is determined by the learned
importance of attributes and structures, which will be described later. Formally, the definition
of aggregate‐path is formulated as follows:

FIGURE 2 An illustrative example of network construction and aggregate‐path‐based random walks of an
academic attributed heterogeneous network. The black dotted lines represent the structural links. The black
solid lines represent the attribute links. Given an aggregate‐path scheme A P C P A[ ][ ][ ][ ][ ], we can obtain a node
sequence of A A A P P C P A[ 1 4 5][ 4 2][ 2][ 3][ 2] as shown in the right part [Color figure can be viewed at
wileyonlinelibrary.com]

1164 | SHU ET AL.

http://wileyonlinelibrary.com


Definition 4 (Aggregate‐path). Given the network G V E′ = ( , ′) constructed from an
attributed heterogeneous network G V E A= ( , , ), the aggregate‐path scheme P on G′ is

defined in the form of T T T[ ] [ ] [ ]
R R R

L1 2
L1 2 −1

⟶ ⟶⋯⟶ (abbreviated as T T T[ ][ ] [ ]L1 2 ⋯ ), where

R R T T,i i  . Specifically, we denote T T T T[ ] = [ ]i i i i
s1 2 i⟶ ⟶⋯⟶ (abbreviated as

T T T[ ]i i i
s1 2 i⋯ ) as the group or node sequence aggregated by nodes of type Ti, where si is

the length of the group, Ti
j is the jth node in the group of type Ti and connects Ti

j−1

through the attribute link. The last node in T[ ]i connects the first node in T[ ]i+1 through
the structural link.

Example 2. As an illustration, Figure 2 describes a network constructed from Figure 1,
where the black solid lines represent attribute links and the black dotted lines represent
structural links. Given the scheme A P C P A[ ][ ][ ][ ][ ], the aggregate‐path‐based random walks
can generate a path A A A P P C P A[ 1 4 5][ 4 2][ 2][ 3][ 2] shown in the right part of Figure 2.

4.2.2 | Adaptive aggregate‐path‐based random walk strategy

To begin with, we formalize definitions of the attribute layer and structural layer for each node.
Given a node v, its attribute layer consists of Nv

attr and Ev
attr, where Nv

attr denotes nodes connected
to v through attribute links and Ev

attr denotes attribute links between v and nodes in Nv
attr. Similarly,

v's structural layer is composed of Nv
stru and Ev

stru, where Nv
stru denotes nodes connected to v

through structural links which meanwhile belong to the following type group defined by the
aggregate‐path scheme P E, v

stru denotes structural links between v and nodes in Nv
stru. For example,

for node P3 in path A A A P P C P[ 1 4 5][ 4 2][ 2][ 3] of an academic network shown in Figure 2 with
the aggregate‐path scheme of A P C P A[ ][ ][ ][ ][ ], nodes in P3's attribute layer are P2 and P4 while
nodes in its structural layer are A2 and A3. As a consequence, in aggregate‐path‐based random
walks, the problem of whether to explore in the same group or transfer to another group is
equivalent to the problem of whether to traverse in the attribute layer or in the structural layer.

Overall, considering an aggregate‐path‐based random walk that resides at node v, we
sample through two phases: (1) Decide on whether to explore in v's attribute layer or in v's
structural layer based on the learned importance of node attributes and topological structures.
(2) Sample the next node in the selected v's attribute/structural layer.

Given a node v, it is intuitive that more attention should be paid on the layer where there
exist more similar nodes connected to it.30 To this end, we define the importance of v's attri-
bute/structural layer in the following:

( ){ }
ρ

w u N

w s V t V
=

mean

mean({ , })
,v

h
vu v

h

st ϕ v ϕ u( ) ( )



  (1)

where h can be either hattr or hstru that represents v's attribute or structural layer, wij is the edge
weight between node i and j N, v

h is the set of nodes in layer h connected to v V, ϕ v( ) and Vϕ u( )

denote the set of nodes whose type is the same with nodes v and u, respectively. ρv
h( ) is the

importance of layer h, which is the normalized average edge weight of layer h. A larger ρv
h( )

indicates greater importance of layer h for node v, thus there exists higher probability to explore
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in layer h next. Overall, we can decide on whether to explore in v's attribute layer or in v's
structural layer based on the following normalized probability distribution:

P h

ρ

ρ ρ
h

ρ

ρ ρ
h

( ) =
+

, = attr,

+
, = stru,

v

v

v v

v

v v

(attr)

(attr) (stru)

(stru)

(attr) (stru)











(2)

where P h( )v represents the probability of exploring in layer h next. Then, for an aggregate‐path‐
based random walk that resides at node v, the next node u is sampled from the selected layer h
by the weighted sampling:

P u
w

w
( ) = ,v

h vu

t N vt
v
h (3)

where Nv
h represents nodes in layer h connected to node v and u is a node sampled from Nv

h.
Since the importance of node attributes and topological structures varies across net-

works, that is, some networks rely more on attributes while others rely more on structures,
we design a more adaptive strategy of random walk to strike a balance between attributes
and structures.

Intuitively, it is expected to traverse more nodes on the more important layer. Inspired by this
idea, we adaptively fuse attributes and structures by introducing two hyperparameters α and β that
influence the magnitude of ρv

(attr) and ρv
(stru), respectively. In the meanwhile, in an extreme case, the

aggregate‐path‐based random walk strategy might only select the next node from the attribute layer,
resulting in the overlook of nodes with other types. Therefore, to prevent repeatedly traversing in the
same attribute layer, α should also play the role of attenuation factor, which decays as the path length
of the current attribute layer increases. As a consequence, Equation (2) is converted to the following
equation:

P h

α ρ

ρ ρ
h

β ρ

ρ ρ
h

( ) =

*

+
, = attr,

*

+
, = stru,

v

j
v
h

v v

v
h

v v

−1 ( )

(attr) (stru)

( )

(attr) (stru)











(4)

where j is the path length of the current attribute layer (e.g., j = 3 for a walk AAPCPPP) and
the range of α and β are both (0, 1]. A high α and a low β represent the higher importance of
node attributes. On the contrary, a low α and a high β indicate the higher importance of
topological structures. Therefore, the proposed strategy can strike a balance between attributes
and structures by controlling the values of α and β.

Compared with traditional meta‐path‐based methods, the proposed aggregate‐path‐based
random walk strategy introduces attribute proximity into random walks and adaptively bal-
ances the importance of node attributes and structural heterogeneity, which boosts the re-
presentation ability of node embeddings.
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4.3 | Representation learning architecture

We now explore two approaches to generate effective node representations from the obtained
aggregate‐path‐based random walk sequences.

4.3.1 | Skip‐gram model

In this subsection, we propose to adopt the skip‐gram model31 to generate node representa-
tions. Specifically, the goal is to maximize the co‐occurrence probability among nodes ap-
pearing within a window in all sequences, that is,

p c v θargmax ( ; ),
θ v V c N v( ) 

   (5)

where N v( ) is the neighborhood of node v which appears within a window in a sequence, and
p c v θ( ; ) denotes the conditional probability of having a neighborhood c given a center node v.

To achieve efficient optimization, we further apply negative sampling technique32,33 and
minimize the following objective function:

O X σ X X σ X X( ) = −log ( ) − log (1 − ),c v

k

K

u v

=1
k

  (6)

where X is the node representations, uk is the kth negative node sampled for node v, and K is
the number of negative samples.

4.3.2 | Graph recurrent network

Apart from the skip‐gram approach, there exists another solution to generate node re-
presentations on sequences, namely, RNN.34 Figure 3 illustrates the procedure of obtaining the
representation of a walk sequence with the RNN architecture.

Given a walk sequence of length L, we first initialize node representations with their
attribute representations Ai. Then a fully connected layer is utilized to reduce and unify the
dimension of diverse representations:

x σ A W b= ( + ),i i a a (7)

where σ is the activation function, such as tanh, Wa
m d× and m is the dimension

of node attribute which varies with the node type. Then a forward hidden state sequence
(i.e., q q q, , …, L1 2

  
) and a backward hidden state sequence (i.e., q q q, , …, L1 2

  
) are learned

by employing the bidirectional RNN, such as bidirectional gated recurrent units
(GRU).35 Specifically, the forward hidden state sequence qi


is calculated as follows

(the backward state sequence is calculated in the same way except that the input sequence
is reversed):

SHU ET AL. | 1167



z W x U q

r W x U q

q Wx U r q

q z q z q

= sigmoid( + ),

= sigmoid( + ),

= tanh( + ( )),

= (1 − ) + ,

t z t z t

t t t t t

t t t t

t t t t t

−1

−1

−1

−1

∘

∘ ∘







 




(8)

where zt and rt are the update gate vector and reset gate vector, respectively, W and U are
parameter matrices of the GRU. The output of the bidirectional GRU layer is the concatenation
of forward and backward hidden state vectors, that is, q q q= [ , ]i i i

 
.

More generally, if we repeat random walks K times with length L starting from
each node, there exist KL neighbors for each node, which correspond to KL hidden states in the
bidirectional GRU layer. To obtain the final representations, we first exploit a pooling method
(e.g., mean) to merge all the K sequences into g g g( ˆ , ˆ , …, ˆ )L1 2 , followed by another pooling
method to combine g g g( ˆ , ˆ , …, ˆ )L1 2 into gi, which is the final embedding of node i. Similar to the
loss function defined in Equation (6), this method leverages the negative sampling technique to
keep neighbors in sequences to be close and others to be far apart.

The pseudocode of aggregate‐path‐based random walk strategy in AHNA is shown in
Algorithm 1. Specifically, we first construct a network G′ that contains both structural
relations and attribute proximity. Then the Aggregate‐path‐based Random Walk strategy
(APRandomWalk) is conducted on G′, where α and β are used to adapt various networks
with different importance between attributes and structures. After generating walk se-
quences, skip‐gram or bidirectional GRU with negative sampling is performed to generate
final representations.

FIGURE 3 The procedure of generating the representation of a walk sequence with the RNN architecture. GRU,
gated recurrent units; RNN, recurrent neural network [Color figure can be viewed at wileyonlinelibrary.com]
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The time complexity of the proposed AHNA consists of two parts, that is, the complexity of
generating aggregate‐path‐based random walks and the complexity of learning representations
from the obtained walks. With the network containing both attribute and structural links
constructed in advance, we utilize the alias method36,37 to select the next node in each random
walk, whose time complexity is O (1). Therefore, the time complexity of generating a walk of
length l is O l( ). Then, for each walk, the time complexity of skip‐gram model is O lrkd( ) while
one of the RNN models is O ld( )2 , where r k d, , is the value of window size, negative sample,
and embedding dimension, respectively. Therefore, the whole time complexity of each walk is
O lrkd( ) for AHNA with skip‐gram and O ld( )2 for AHNA with RNN.

5 | EXPERIMENT

In this section, three classic benchmark tasks (i.e., link prediction, community detection, and
node classification) and a case study of relevance search are conducted on AHNA and six state‐
of‐the‐art methods to evaluate the effectiveness of the proposed method. The adaptability and
parameter analysis of AHNA are evaluated at last.

5.1 | Data sets

In the experiments, we utilize three real‐world data sets as follows:

• ACM38: We extract 7755 authors, 4132 papers, and 13 conferences from the ACM data set to
construct the attributed heterogeneous network with two types of edges (i.e., edges between
authors and papers, edges between papers and conferences). The attribute representations of
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authors and papers are one‐hot vectors of affiliations to which authors belong and keywords
that appear in more than 1% of papers after removing stop words from titles and abstracts,
respectively. In this data set, conferences are labeled according to the subjects they belong to.
The label of each paper is the same as the label of conference where it is published and the
author's label is set to be the one that appears most frequently in the list of labels of papers
that he/she published.

• DoubanMovie39: Consisting of 527 users, 1470 movies, and 30 types, three attributed hetero-
geneous networks are constructed on this data set (denoted as Douban1, Douban2, and Douban3,
respectively, and collectively referred to as Douban), which have the same network structures,
movie attributes but different user attributes. There exist two edge types in the network (i.e., edges
between users and movies, edges between movies and types). Movies' attribute representations are
one‐hot vectors of directors, while users' attribute representations are one‐hot vectors of social
relationships, locations, and groups for Douban1, Douban2, and Douban3, respectively.

• Movielens40: This is a movie rating data set composed of 943 users, 1656 movies, and 18
genres with two edge types (i.e., edges between users and movies, edges between movies and
genres). Given the rating matrix, the attribute representations of users/movies are one‐hot
vectors of their k nearest neighbors on users/movies, where Pearson's coefficient between
nodes' rating vectors is utilized to measure similarities and k is set to be 50.

The statistics of these data sets are summarized in Table 4, where A represents author/user,
B stands for paper/movie, and C denotes conference/type/genre corresponds to different data
sets. Empirically, we choose [A][B][C][B][A] as the aggregate‐path scheme on all data sets.

5.2 | Baselines

In the experiments, we abbreviate AHNA with skip‐gram as AHNA‐Skip, while AHNA with
RNN is abbreviated as AHNA‐RNN. We compare our AHNA with several methods in recent
years, which can be categorized into three classes: (1) methods designed for plain networks, (2)
methods designed for attributed homogeneous networks, and (3) methods designed for at-
tributed heterogeneous networks.

• DeepWalk10: A network representation algorithm based on random walks and skip‐gram
architecture, which is suitable for homogeneous plain networks.

TABLE 4 Statistics of data sets

Data set A B C A–B B–C A–A B–B

Douban1 527 1470 30 5819 3577 325 2815

Douban2 527 1470 30 5819 3577 7944 2815

Douban3 527 1470 30 5819 3577 1437 2815

Movielens 943 1656 18 99,963 2858 34,588 82,741

ACM 7755 4132 13 13,408 4132 22,228 7625

Note: A represents author/user, B stands for paper/movie, and C denotes conference/type/genre corresponds to different data
sets. A–A and B–B represent the attribute links built by our method.

Abbreviation: ACM, Association for Computing Machinery.
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• Metapath2vec6: A meta‐path‐based network representation method, which is designed for
plain heterogeneous networks. This method obtains node sequences guided by meta‐path,
followed by a skip‐gram model to obtain final node representations.

• AANE14: An attributed homogeneous network representation method based on matrix
factorization. Specifically, this method decomposes the attribute affinity matrix of
the given network into the inner product of the node representation matrix, and mini-
mizes the decomposition error and representation differences between similar nodes
simultaneously.

• ANRL41: It is an attributed homogeneous network representation method that utilizes a
neighbor enhancement autoencoder and an attribute‐aware skip‐gram model jointly to
model node attributes.

• DIME‐SH15: This is an important component of framework DIME proposed by this paper,
which can be applied to attributed heterogeneous networks. This method converts node
attributes to nodes in the network and trains a series of autoencoders with different meta‐
path proximity matrices as input to learn embeddings in the latent feature space.

• HetGNN22: A heterogeneous graph neural network model that considers both topological
structures and node attributes. This model encodes diverse attributes as the initial node
representations and aggregates heterogeneous neighbors according to different types of
nodes and attributes to generate node representations.

5.3 | Parameter settings

To achieve a fair comparison, we follow the authors' suggested hyperparameter settings and set
the embedding dimension to be 128 (same as AHNA) for all baselines. For Metapath2vec, we
employ ABCBA as the predefined meta‐path scheme. For DIME‐SH, we utilize seven meta‐
paths, that is, AA, ABA, ABCBA, BB, BCB, BAB, and CBABC, where A, B, and C are the same
meanings as those in Table 4.

We implement our proposed method on the basis of Pytorch and conduct grid search to
choose the value of walk length l from {10, 20, 40, 80, 100}, window size r from {10, 15, 20}, α
and β from {0.1, 0.3, 0.5, 0.7, 0.9, 1}. The value of walks per node defaults to be 20 for AHNA‐
Skip and 80 for AHNA‐RNN. The parameter settings for different data sets in the experiments
are detailed as follows:

For AHNA‐Skip, we employ Adam optimizer and the learning rate is 0.05 for Douban and
Movielens, 0.01 for ACM. The batch size, walks per node, walk length, and window size are
128, 20, 80, and 10 for Douban, Movielens, classification, and case study of relevance search on
ACM and 1000, 20, 20, and 20 for community detection on ACM. The number of negative
sample is set to be 10 for Douban, Movielens, and community detection on ACM, 5 for clas-
sification and case study of relevance search on ACM.

For AHNA‐RNN, Adam optimizer is utilized and the learning rate is 0.00001 for all data
sets. The values of walks per node, walk length are set to be 80, 20 for Douban1 and ACM, 80,
10 for Movielens, Douban2, and Douban3. The values of negative samples and batch size are set
to be 5 and 64, respectively, for all data sets.

The embedding dimension is 128 for all data sets. As for α and β, they are set to be 0.3, 1 for
Douban1, Douban3, ACM, 0.5, 0.5 for Douban2 and 1, 0.3 for Movielens. For other methods, we
keep the parameters following the suggestions in their papers or source codes. All the reported
experimental data are the average results by 10 runs.
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5.4 | Link prediction

To validate the effectiveness of the proposed method, we first conduct link prediction on Douban and
Movielens, which measures the ability of retaining topological structures of networks. To be more
specific, we randomly pick up 30% structural links of each data set as positive samples and generate
an equal number of negative samples that are nonexisting edges in the network. After learning on the
training set containing the rest 70% structural links, the cosine similarity between representations of
two nodes on each edge is employed to get a score that measures whether the test edge exists.
Ultimately, the area under curve (AUC) score is reported to measure the performance.

Table 5 shows the results of performance comparison on link prediction task. Notably,
attributed heterogeneous methods (i.e., DIME‐SH and HetGNN) generally perform superior to
methods of attributed homogeneous networks (i.e., AANE and ANRL), demonstrating the
usefulness of structural heterogeneity. Besides, our proposed method AHNA‐Skip can always
achieve the highest score on all data sets, indicating the benefits of adaptively fusing node
attributes and heterogeneous structures. In addition, it can be observed that AHNA‐RNN
performs worse than AHNA‐Skip. It is reasonable because, unlike AHNA‐Skip which optimizes
each neighbor as an independent positive sample and captures structural links directly, AHNA‐
RNN pools the whole walk sequences of each node into a representation, which explores
structural links indirectly and thus weakens the utilization of structural links.

5.5 | Community detection and node classification

We conduct community detection and node classification by utilizing k‐means algorithm42 and
logistic regression classifier43 with varying the training ratio from 20% to 80%, respectively, on
the ACM data set. Normalized Mutual Information (NMI)44 is adopted as the evaluation metric
of community detection while Micro‐F1 and Macro‐F1 are adopted for node classification.

Table 8 depicts the performance comparison of community detection, Tables 6 and 7
demonstrate the results of node classification. It is worth noting that heterogeneous structural
information plays a more significant role than node attributes on the ACM data set (detailed in
Section 5.7). Owing to this fact, methods designed for attributed homogeneous networks (i.e.,
AANE and ANRL) achieve low scores and Metapath2vec outperforms them due to the ability of
leveraging the structural heterogeneity. What is more, AHNA‐RNN can always obtain the best
performance, which reflects the benefits of adaptively incorporating node attributes and to-
pological structures. In addition, there is a phenomenon that AHNA‐Skip does not perform as

TABLE 5 AUC scores of link prediction on Douban and Movielens

Data sets DeepWalk Metapath2vec ANRL AANE DIME‐SH HetGNN
AHNA‐
Skip

AHNA‐
RNN

Douban1 0.5064 0.5146 0.5232 0.5172 0.6143 0.7014 0.7052 0.6313

Douban2 0.5064 0.5146 0.5171 0.5082 0.5602 0.6998 0.7149 0.6413

Douban3 0.5064 0.5146 0.5220 0.5137 0.5681 0.6956 0.7142 0.6407

Movielens 0.5017 0.5037 0.6059 0.5546 0.6824 0.7189 0.8819 0.7943

Abbreviations: AANE, accelerated attributed network embedding; AHNA, Attributed Heterogeneous Network embedding
based on Aggregate‐path; ANRL, attributed network representation learning; AUC, area under curve; HetGNN, heterogeneous
graph neural network; RNN, recurrent neural network.
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well as AHNA‐RNN. We argue that AHNA‐RNN initializes node representations with their
attributes, which strengthens the utilization of node attributes, therefore performs better on
these tasks requiring a good use of attributes.

5.6 | Relevance search: Superiority proof of AHNA

In this section, we present a case study of relevance search to validate AHNA's superior ability
of incorporating attributes and structures compared with existing attributed heterogeneous
methods. For the query paper "Effective keyword‐based selection of relational database”,
Table 9 presents top‐5 papers returned by DIME‐SH, HetGNN and AHNA, whose rankings are
sorted based on cosine similarities between representations.

From this table: (1) All papers returned by DIME‐SH, HetGNN, and AHNA belong to the
SIGMOD conference (i.e., the P–C structural links connected to the query paper), yet AHNA‐Skip
simultaneously returns more papers having coauthor relationships with the query paper (i.e., the
A–P structural links connected to the query paper), implying that AHNA‐Skip has the superior
ability of capitalizing on topological structures. Besides, as analyzed in link prediction, AHNA‐Skip
is more suitable for directly capturing structural links than AHNA‐RNN, thus returning more
papers with coauthor relationship with the query one; (2) both AHNA‐Skip and AHNA‐RNN list
top‐5 papers with higher similarities of attributes (i.e., the number of same keywords between the
returned paper and the query one) than DIME‐SH and HetGNN, which verifies that proposed
methods can take better advantages of node attributes. (3) In terms of the integrated ability of
capturing both attributes and structures, AHNA incorporates them better thanks to the adaptive
random walk strategy that strikes a balance based on the learned importance.

5.7 | Adaptability analyses and ablation study of AHNA

In this section, we investigate the adaptability of AHNA on data sets containing different
importance of attributes and structures. As claimed in the method, α and β control the im-
portance of attributes and structures, respectively. Therefore, we vary α and β from 0.1 to 1 to

TABLE 8 NMI results of community detection on ACM data set

Method Author Paper Overall

DeepWalk 0.0002 0.0005 0.0007

Metapath2vec 0.0082 0.2419 0.2501

ANRL 0.0041 0.0469 0.0500

AANE 0.0009 0.0177 0.0186

DIME‐SH 0.0156 0.3183 0.3339

HetGNN 0.4455 0.4531 0.8986

AHNA‐Skip 0.4249 0.4645 0.8894

AHNA‐RNN 0.4513 0.4649 0.9102

Abbreviations: AANE, accelerated attributed network embedding; ACM, Association for Computing Machinery; AHNA,
Attributed Heterogeneous Network embedding based on Aggregate‐path; ANRL, attributed network representation learning;
HetGNN, heterogeneous graph neural network; NMI, Normalized Mutual Information; RNN, recurrent neural network.
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observe the influences on the experimental results. Since AHNA‐RNN treats node attributes as
initial node representations, which enhances the importance of attributes in advance, we
choose AHNA‐Skip for verification in this section to reveal the relationship of importance
between attributes and structures more purely. The experimental results are illustrated in
Figure 4 in the form of heat maps.

As depicted in Figure 4: (1) On Douban1, Douban3, and ACM, the experimental results
become better with the increase of the importance of structural information, and on the
contrary become worse when increasing the attribute importance, which reflects that the
structural information plays a more significant role than attributes on these data sets. (2) On
Movielens, the proposed method achieves the highest score with a low β and a high α, in-
dicating the higher importance of attributes than structures on Movielens. (3) On Douban2, it
seems that attributes and structures are relatively balanced because the experimental results
become better when α and β are similar.

In Figure 4, when α β= , the model does not consider the different importance of attributes
and structures, which can be regarded as the ablation study. It can be observed that our method
which adaptively balances the importance of attributes and structures achieves greater im-
provements, verifying the advantage of considering the importance balance between structural
relations and attribute proximity.

Therefore, we can conclude from the observations that, by controlling values of α and β,
AHNA can always achieve an adaptive fusion of topological structures and node attributes for
data sets with diverse attribute and structure importance, which verifies the adaptability and
effectiveness of our method.

(A) (B)

(D) (E)

(C)

FIGURE 4 Heat maps of experimental results on Douban, Movielens, and ACM when varying α and β from
0.1 to 1. (A–D) illustrate the results of link prediction on Douban1, Douban2, Douban3, and Movielens while
(E) depicts the community detection results of authors on ACM. ACM, Association for Computing Machinery
[Color figure can be viewed at wileyonlinelibrary.com]
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5.8 | Parameter sensitivity analysis

In this section, we investigate the sensitivity of parameters, including the embedding dimen-
sion d, window size r , walks per node w, and walk length l on AHNA‐Skip, embedding
dimension d, walks per node w, walk length l on AHNA‐RNN, following the parameter settings
introduced in Section 5.2. Experiments are conducted on link prediction on Douban, Movie-
lens, and community detection of papers on ACM by fixing other parameters when evaluating
each of them. The detailed performances are shown in the form of boxplots in Figures 5 and 6,
and we summarize observations as follows.

For AHNA‐Skip, as presented in Figure 5A, the performance rises with the increase of d on
Douban, yet drops on the other data sets when d is too large, which might owe to the overfitting
phenomenon. Besides, AHNA‐Skip is relatively stable within a large range in terms of r w, , and
l on Douban and ACM, and drops slightly when the parameters are either too small or too
large, as observed from Figure 5B–5D. With regard to the Movielens data set, the performance

(A) (B)

(D)(C)

FIGURE 5 Parameter sensitivity of AHNA‐Skip of link prediction on Douban, Movielens, and community
detection of papers on ACM in the form of boxplots. (A) Dimension, (B) window size, (C) walk per node, and
(D) walk length. Since the experimental results are quite stable, all boxes in the figure are small, where boxes at
the bottom represent the results of ACM, those at the top are the results of Movielens and others in the middle
are the results of Douban. ACM, Association for Computing Machinery; AHNA, Attributed Heterogeneous
Network embedding based on Aggregate‐path [Color figure can be viewed at wileyonlinelibrary.com]
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shows a descending trend with the increase of r and presents a positive effect when increasing
w and l.

For AHNA‐RNN, the results of altering d and w as depicted in Figure 6A,B are similar to
the AHNA‐Skip as analyzed above except that the performance on ACM is more stable in
AHNA‐RNN. As for the parameter l in Figure 6C, the performance on ACM is relatively stable
while Douban and Movielens appear opposite trends, which implies that Douban requires a
smaller length to produce high‐quality embeddings yet Movielens requires a larger one.

6 | CONCLUSION

In this paper, we cope with the attributed heterogeneous network representation problem and
propose a novel model, AHNA, which incorporates structural relations and attribute proximity in a
unified model. An adaptive random walk strategy based on aggregate‐path is further designed to
strike a balance between node attributes and topological structures. Extensive experiments are
conducted on multiple tasks on three real‐world data sets and experimental results validate the

(A) (B)

(C)

FIGURE 6 Parameter sensitivity of AHNA‐RNN of link prediction on Douban, Movielens, and community
detection of papers on ACM in the form of boxplots. (A) Dimension, (B) walk per node, and (C) walk length. ACM,
Association for Computing Machinery; AHNA, Attributed Heterogeneous Network embedding based on Aggregate‐
path; RNN, recurrent neural network [Color figure can be viewed at wileyonlinelibrary.com]
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superiority of the proposed AHNA method against state‐of‐the‐art methods. In particular, AHNA
achieves better performance than existing attributed heterogeneous methods, especially on the case
study of relevance search, verifying that the adaptive aggregate‐path guided random walk strategy
is beneficial for generating higher‐quality node representations.
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